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OK, Google — or Alexa, or Siri A

)
)

Go gle what do i need to learn to make my machine learn !; Q,

All Shopping News Images Videos More Settings Tools

About 31,700,000 results (0.6 seconds) * High-throughput in the inference stage

Start Here With Machine Learning - Machine Learning Mastery But takes qu ite an infrastructure

https:/machinelearningmastery.com/start-here/ =

Jump to Need More Help? - If you still have questions and need help, you have some options: Ebooks: | to get th e re)

sell a ... Contact: You can contact me with your question, but one question at a time please. ... Get Your

Start in Machine Learning. ...

How to Learn Machine Learning, The Self-Starter Way ’ H

4 [ ]
https://elitedatascience.com/learn-machine-learning Res u |t5 o rd erin g
While machine learning does heavily overlap with those fields, it shouldn't be crudely lumped together

with .... We have a free guide: How to Learn Math for Data Science, The Self-Starter Way ... How can | tell L N Ot b a d b ut | ite ra I

if my model is overfit or underfit?
e Training, training, training
5 Skills You Need to Become a Machine Learning Engineer | Udacity

https://blog.udacity.com/.../5-skills-you-need-to-become-a-machine-learning-engineer... = [ ] B i as ?
Apr 7, 2016 - Machine Learning's inroads into our collective consciousness have been ... In simplest :
form, the key distinction has to do with the end goal.

e My personal search history
7 Steps to Mastering Machine Learning With Python - KDnuggets ° Somebody pa Id for. It’p

https://www.kdnuggets.com/2015/11/seven-steps-machine-learning-python.html «
Go from zero to Python machine learning hero in 7 steps! ... Since we will be using scientific computing

and machine learning packages at some point ... If you have no knowledge of programming, my L4 Sea rCh Engi ne Optimization (ESO)

suggestion is to start with the following free ...

How to Make Your Company Machine Learning Ready
https://hbr.org/2016/11/how-to-make-your-company-machine-learning-ready ~

Mov 7, 2016 - How to Make Your Company Machine Learning Ready ... Machine learning isn't magic,
and the truth is we have neither the data nor the ... an enormous amount can already be achieved with
the machinery we have today.



If you want to build a ship, don't drum up the men to
gather wood, divide the work and give orders. Instead,
teach them to yearn for the vast and endless sea.

-Antoine de Saint Ex




For a Company ... :

How much is 0.7 %% worth?

83,000,000 members + modest growth
S10 * 12 months

~5—-100+ million a yearxr

Predictive

Palitical policing Surveillance
Optical character campaigns systems
precogn icti:on m PREDPOL® e,»"‘"“’“rx-
O|AD¥5(1%9
012395067%7 VOTE
glidisiy W
0|23¢5&7 ?g
01234567879
amazon

Machine Learning
Applications

Mt e
SOUNDCLOUD

Recommendation
engines

Autonomous (“self-
driving”) vehicles

Google Ads

Filtering Personal assistants
aigorn{hrr\s;’ Google Now, Advertising
news feeds ieros S
Microsoft C_ortdnd. and business
Apple Siri, etc. intelligence




What is machine learning?

Have a machine learn the model from the data

(YET ANOTHER) HISTORY OF LIFE AS WE KNOW IT...

> CB B

HOHO HOHO HOHO HOHO HOHMO
APRIORIUS PRAGHATICUS FREQUENTISTUS SAPIENS BAYESIANIS

All models are wrong, and
increasingly you can succeed
without them.

; AZQUOTES



What is Deep Learning (DL) ?

ARTIFICIAL Design of intelligent systems that
INTELLIGENCE augment human productivity

Sense Comprehend Predict Act and Adapt
ANALYTICS MACHINE LEARNING

Search datasets for insights Learn patterns from the past to predict future

DEEP LEARNING

Train and use neural networks as a predictive model

Vision Language

COMPUIE | SI1UORE | ANALYZE
Copyright 2017 Cray Inc.



Algorithms — of the non-linear
type, for highly dimensional data §

It's a Zo0o out there

New algorithms
Old algorithms revisited

eep Bolizmann Machine (DEM)
Deep Belef Netwarks (DBN)
Correalutiona| Neural Metwork (CNN)
Statked Auo-Encoders

Bonos b

. dial Basis Funcran Nemwork (REFN)
Parceperoa
Back-Propagation
Hopfield Networi
Ridge Regression
Least Absodute Shrinkage and Selection Operator (LASSO)
Elastic Met
Least Angle Regression (LARS)
Cubist
Qe Rude (OneR)
farn Rule (farok)

Reprated Incremental Pruming to Produce Error Reduction (RIPPER)

Linzar Regression

Ordinary Least Squares Regression (OL5K)
Stepwise Regression

Multivariate Adaptive Regredsion Splines (MARS)
Lacally Estimated Scamerplot Smeathing (LOESS)
Logistic Regression

" Deap Learning

Random Forest
Cradient Boosting Machnes (C.EBRI

Bootstrapped Aggregation (Eagging)
AdaBoast
Stacked Cereralzation (Blending)

adent Boosted Regression Trees (IGERT)

| Ensemble
I}

Neural Nepworks

eguldrization

Rule System

L Regression

Machine Learning Algorithms

Bayesian 4

Decision Tree {I

Maive Bayes |
Averaged One-Degendence Estimators (AODE)
Bayesian Belief Nemwork (BEN)
Gaussian Nawe Bayes
Muttiramial Nakve Bayes
Bayesian Network (BN
Classification ard Regression Tree (CART) |
Iterative Dichotomiser 3 (ID3) \
[ cas
" cs.n

§ Chi=sguared Auvtomats interaction Detection (CHAID)

| Decizion Stump
I Conditional Decisien Trees

M5
Principal Component Anabysis (PCA
Partial Least Squareés Regression (PLSR
Samiman Mapping
Multidimensional caling (MDS)
Projection Pursist

Principal Component Regression PCRE

imensionality Reducton

Instance Based

Clusrérirg

Partial Least 3quares Discriminant Anakysis
Mixture Disorimanant Anaksis (MDA
Quadratic Discriminant Arabyss (QDA]

|%, Regulanzed Discriminant Analysis [ROA)
Flexible Descriminant Analkysis (FOA)
Limear Discreminant Anakysis (LOWA)

k-Hearest Neighbowr (kNN)

Learning Vector Cuantization (LY
Self-Organizing Map (SOM)

Locally Weighted Learning ILWL)
k-Mieans

k-Medians

Expeiation Maximization

Higrarchical Clustering




deeplearning.ai | couUrsera

BUILD YOUR CAREER IN Al ‘

Take our new Deep Learning
courses, now open on Coursera

This course provides a broad introduction to machine learning, datamining, and statistical pattern
recognition. Topics include: (i) Supervised learning (parametric/non-parametric algorithms, support vector
machines, kernels, neural networks). (ii) Unsupervised learning (clustering, dimensionality reduction,
recommender systems, deep learning). (iii) Best practices in machine learning (bias/variance theory;
innovation process in machine learning and Al). The course will also draw from numerous case studies and
applications, so that you'll also learn how to apply learning algorithms to building smart robots (perception,
control), text understanding (web search, anti-spam), computer vision, medical informatics, audio, database
mining, and other areas.

In five courses, you will learn the foundations of Deep Learning, understand how to build neural
networks, and learn how to lead successful machine learning projects. You will learn about Convolutional
networks, RNNs, LSTM, Adam, Dropout, BatchNorm, Xavier/He initialization, and more. You will work on
& case studies from healthcare, autonomous driving, sign language reading, music generation, and natural
language processing. You will master not only the theory, but also see how it is applied in industry. You
will practice all these ideas in Python and in TensorFlow, which we will teach.

ANDREW NG
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Deep Learning := Highly Evolved Type of Machine Learning &RASY
A}

\

Deep
Learning

Advanced
Data Science

"Large

Enough" Compute Algorithms
Power and Software Expertise
Frameworks

Data to
Train

ADALINE XOR Backpropagation

Electronic brain  Perceptron
Golden Age Al Winter
1970 1980

1957

1950 1960

B. Widrow - M, Hoff

S. McCulloch - W. Pitts F. Rosenblatt
X AND Y XORY NOT X
SN 7T — == =
.

Y oo+ X Yoo+ Backward Error , e 2 L -

Adjustable weights Learnable weights and XOR Problem Solution to nonlinearly separable Limitations of learning Hierarchical feature learning
threshold problems prior
Big computation, local Kernel function: Human
optima/overfitting intervention

Weights are not learned
Image Source: Andrew L. Beam. (2017, February 13). Deep Learning 101 — Part 1:History 'and Background[Blog post]. Retrieved from
https://beamandrew.github.io/deeplearning/2017/02/23/deep_learning_101_partl.html



HPC Professionals’ Environment

Who uses supercomputers upstream?

e The Wizards
e First principles, direct physics
e Modeling and simulation
e The Statisticians
e Model builders & - refinement Optimization
e Uncertainty quantification
e The Forecasters
e Ad hoc analysis
e Trends and predictions

~ Integratlon level

Competitive advantage y

Stochastic Optimization
(including variability)

Optimization
(cost criteria =» best outcome )

Predictive Modeling
(forward/backward/iterative)

Statistical analysis

(trends features)

Complexity




Challenges ‘

= “Al systems still demand considered design, knowledge engineering \
and model building”, Forrester Al TechRadar Q1 2017

Best

= Alot to learn for practitioners and end-users:
= Large, complex workflows Practices
= Different ML Toolkits + Data Movement + Network
= Defining the value returned to the business

= Real data sets and large scale workloads are challenging libraries,
implementations and HW:

= Fake Data / Small Data have negative influence on performance
optimization targets

= Machine Learning is changing how people think about HPC:
= Data Movement, Workload Resiliency, etc.
= Performance Optimizations
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The Right Problem, the Right Metric SRS,

(Y \
S \

BB |CINAWS

‘-‘?:' Mews in Audic T Mews inVideo Mewyddion Haopo:
Thursday, September 30, 1999 Published at 18:53 GMT 19:53 UK

ScilTech

Confusion leads to Mars
failure

min“F(m)— d

m

[+ A(Jlovin-m), + [ Q{“V(m—m;.))
| J

| |
data misfit weighted TV Steerable Variation

The Mars Climate Orbiter Spacecraft was lost because
one Masa team used imperial units while another used
metric units for a key spacecraft operation.



Algorithm Selection R

Focus on the Data/Example
e Scientific Images (Radar Data, other)
=» Convolutions/Spatial
e At different heights
=>» Tensor
e Regqularly refreshed
=>» Time Series/Temporal
Algorithm: ConvLSTM

Almost all DL Nets (and model DBs) are part of
almost all available packages, e.g. DIGITS, ...
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Configuration

Infrastructure and Integration

Machine
Resource
Management

Data
Collection

ML Code

Analysis Tools

Serving
Infrastructure

\
CRAY |
(Y \
S \
\

“Only a small fraction of real-world ML systems is composed of the
ML code, as shown by the small black box in the middle. The
required surrounding infrastructure is vast and complex.”

-Adapted from Hidden Technical Debt in Machine Learning Systems,
Sculley et. al., NIPS ‘15




Future Proofing

>>




But ...

‘ ' ‘ ' It takes all the running you can do. to
' ‘ ' keep in the same place.

‘ ' . ‘ If you want fo get somewhere else,
you must run at least twice as fast as

"' that,
"\ VAN
VAV
A VAN
YAV

"\ VAN
Yaw®

Thisugh the Looking Giass

)
Figures-of-merit State-of-practice In 2-5 years |
(projected/expected)

Training-time to best accuracy

Model Cost / TB (AWS GPUs)

Hardware Efficiency

Statistical Efficiency

Need for compute as data grows

Model creativity

Training Cadence

# of models per organization

<4 days

~$§25K
(ResNet training on 80 GPUs for 5 days)

O(~25 Gflops)

Network Depth: Flops::20x: 16x
(based on AlexNet-2012 and ResNet-
2015)

O(~25 Gflops)

Depth: Accuracy:: 20x:13+
(based on AlexNet-2012 and ResNet-
2015)

O(~465 Gflops)

Data: Flops: Accuracy:: 2x: 5x: 3+
(based on DeepSpeechl and
DeepSpeech2)

Trial and error
(e.g. Resnet, Inception, etc.)

~ Monthly
1x

Copyright 2017 Cray Inc.

2+ hours \

~10K

O(Teraflops)

O(Teraflops)

O(Petaflops)

Reconfigurable, Self-tuning
(e.g. Ensemble, Model-of-models,
etc.)

~ Daily
10-100x



The punchline: Deep Learning is a High

Performance Computing problem

e Delivers benefits similar to HPC in
other disciplines

e The value is in the decisions that are
enabled

e Characterized by the same underlying
factors
e Large amount of computation

e Large amount of data motion (I/O and
network)

e The same methods work

e HPC Technology and HPC Best Practice
apply directly to'DL

Why's HPC/High Performance Computing

speeding up deep learning research?
youtu.be/c_559ZfUK1E

Why HPC is
speeding up
machine learning -
research
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