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Agenda

► IME Architecture Overview
► The effects of locking on a parallel file system
► Small scale test results, Lustre all flash vs IME (to show locking 

issues)
► Large scale results (IO-500)
► Questions
► Lunch
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What is IME in 30 Seconds…

► Software defined, flash native I/O system
► Runs on commodity hardware, runs in the “cloud”
► More than a “burst buffer”, delivers real mixed, random, etc

workload performance to the application. Only sequential I/O is 
boring in 2018.

► Scale out (largest system uses 8000 compute nodes)
► People make ridiculous logos with it:
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4 IME Architecture
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IME Architecture
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IME Architecture
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IME Architecture

► DHT is at the core of IME
► distributed index 

manages locations of files 
and objects
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IME Architecture

► Data can be placed 
anywhere within IME –
any server, any SSD

► IOPs to SSDs are 
minimized and optimized 
for NAND Flash

Distributed 
Hash Table

Log 
Structured 
Filesystem

IME Client

application interfaces

extreme update rates
decentralized
fault tolerant

scalable

POSIX and MPI-IO interfaces

place data anywhere
dynamic data placement

improve flash lifetime

creates erasure coding
manages data to/from app

manages buffers for IO 
replay to PFS

manages fast rebuilds

PFS client

IME Server



ddn.com© 2015 DataDirect Networks, Inc. * Other names and brands may be claimed as the property of others.
Any statements or representations around future events are subject to change.

DDN CONFIDENTIAL. DDN INTERNAL USE ONLY. DO NOT
REDISTRIBUTE.

IME Architecture

► Actively reorganize I/Os to 
coalesce small block I/Os
into large chunks and 
perform full stripe 
alignment before 
submission to the back 
end, Read acceleration is 
almost the reverse 
process

► Protect data by 
disseminating erasure 
coded chunks across the 
IME appliance cluster 

► Pre-fetch data  into IME 
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IME – Blistering I/O Performance15
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IME – Erasure Encoding16
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IME – System Options

► IME 240
• 2U commodity server
• Up to 23 NVMe SSDs per system
• Up to 23GB/s, read and write
• IB/OPA/Ethernet support

► IME 140
• 1U commodity server
• Up to 8 NVMe SSDs per system
• Up to 20GB/s read, 11GB/s write
• IB/OPA/Ethernet support

► IME is a software product first and foremost. 
► Linear scaling (assuming a capable network)

• Largest system is ~1PB capacity, 1.2TB/s throughput. 50 IME servers.
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18 I/O Challenges: Locking on a parallel file 
system
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I/O Challenges19
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File Organization and Concurrency – Distributed Lock 
Managers

► Many PFS’s use 
distributed lock 
managers to protect 
shared access to data

► Multiple readers are OK 
(use of “Protected 
Read” (PR))

► Single writer for atomic 
access (use of 
“Protected Write” (PW))

20

DEC’s VMS Distributed Lock Manager
Truth Table
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File per Process21

Example: ior –b 4K –t 4K -F 

Tile-oriented Organization
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File per Process – PFS22
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File per Process – IME23
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Segmented, Shared File24

Example: ior –b 4K –t 4K 
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Strided / Interleaved, Shared File25

Example: ior –b 4K –t 4K –S  

Column-oriented Organization
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Strided / Interleaved, Shared File – PFS26
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Observations:
• Atomic access may induce false-sharing and cache flushes on remote processes
• This pattern is often referred to as “shuttling”

T=M, release region lock

T=M + 1, acquire region lock
T=M + 2, release region lock

T=M + 3, acquire region lock
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Strided / Interleaved, Shared File – IME27
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Observations:
• IME does not require locking as it (1) log-structures the IO requests, (2) builds a map of the logged IO

and original location, and (3) transactions orders the arrival / consistency of the log as it arrives at IME servers
• Non-contiguous IOs are aggregated at the client and server to reduce transaction costs
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Pseudo-random IO Patterns, Shared File – Adaptive Mesh Refinement and 
Irregular Mappings28
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Pseudo-random IO Patterns, Shared File – PFS29
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Pseudo-random IO Patterns, Shared File – IME30
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31 Some small scale results
Note: experimental numbers only
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IME vs All Flash Lustre, equipment

► (4) IME 240s, EDR connected, (80) NVMe drives. 
► (1) ES14KX, (2) OSSs, EDR connected, (20) all flash OSTs 

(RAID1). 
► 2 EDR connected clients

• Lab time was tight, and someone decided to play with the infiniband fabric 
yesterday.

► Goal here is to show effects of page sized locking on Lustre
(similar behavior on GPFS)

► Lustre client tunings:
• Max_pages_per_rpc=4096,max_rpcs_in_flight=32,checksum=0
• Could’ve used better ratio of MPI ranks to OSTs for file-per-process

32
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IME vs All Flash Lustre, baseline

► IOR File per process, 1MB transfer sizes, file size 2x memory 
per node. Single node

► IME:
• Max Write: 7949.38 MiB/sec (8335.53 MB/sec)
• Max Read:  11469.37 MiB/sec (12026.51 MB/sec)

► Lustre all flash, stripe_count=1
• Max Write: 4281.58 MiB/sec (4489.56 MB/sec)
• Max Read:  4300.66 MiB/sec (4509.57 MB/sec)
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IME vs All Flash Lustre, baseline pt. 2

► IOR File per process, 1MB transfer sizes, file size 2x memory 
per node. Two nodes

► IME:
• Max Write: 15796.31 MiB/sec (16563.63 MB/sec)
• Max Read:  21455.67 MiB/sec (22497.90 MB/sec)

► Lustre all flash, stripe_count=1
• Max Write: 4360.63 MiB/sec (4572.46 MB/sec)
• Max Read:  7465.39 MiB/sec (7828.03 MB/sec)
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IME vs All Flash Lustre, Shared File

► IOR Shared file, 1MB transfer sizes, file size 2x memory per 
node. 

► IME:
• Max Write: 7692.72 MiB/sec (8066.40 MB/sec)
• Max Read:  11425.91 MiB/sec (11980.94 MB/sec)

► Lustre all Flash, stripe_count=-1
• Max Write: 1249.74 MiB/sec (1310.44 MB/sec)
• Max Read:  2640.12 MiB/sec (2768.36 MB/sec)
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IME vs All Flash Lustre, Shared File Hard

► IOR Shared file, 63560 byte transfer sizes, random, file size 2x 
memory per node. 

► Why 63560? Per 1GB of data, start->end of each write (or read) 
overlaps with a multiple of 4096 only 32 times!

► Example command line (number of ranks handled by Slurm and PMI-
2):
• /opt/ddn/ior/bin/IOR-mvapich -w -r -a POSIX -g -v -o 

/ssdfs/crusher/scratch/ior_ssdfs_random_shared_63560 -Q 1 -g -G 27 -k -e -s 
100000 -b 63560 -t 63560 -v -E -e –z

► IME:
• Max Write: 7692.72 MiB/sec (8066.40 MB/sec)
• Max Read:  1759.89 MiB/sec (1845.38 MB/sec) 

► Lustre all Flash, stripe_count=-1
• Max Write: 906.33 MiB/sec (950.36 MB/sec)
• Max Read:  1496.44 MiB/sec (1569.13 MB/sec)
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IME vs All Flash Lustre, Shared File Hard pt. 2

► IOR Shared file, 63560 byte transfer sizes, random, file size 2x 
memory per node. Two nodes

► IME:
• Max Write: 12416.78 MiB/sec (13019.93 MB/sec)
• Max Read:  3511.12 MiB/sec (3681.68 MB/sec) 

► Lustre All Flash, stripe_count=-1
• Max Write: 263.18 MiB/sec (275.97 MB/sec) 
• Max Read:  172.68 MiB/sec (181.07 MB/sec)
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Bonus, simultaneous shared file 50/50 writes/reads via homegrown app

► iohitman – I wrote this for “fun” due to IOR not being flexible enough to demonstrate 
performance on less HPC-like workloads
• Python, mpi4py
• Uses FUSE mountpoint (no IME Native kernel bypass)
• 2 MPI communicators, one for writes, one for reads. 50/50 split. 160 total MPI ranks, 10 

nodes
• Shared file, random I/O, I/O sizes between 4KB and 1MB. Unaligned, unless the random 

integer happens to be divisible by 4096 bytes. Completely random range of I/O sizes
• Ran in Sept, 2017

► Results:
• INFO TEST_PARAMS: cmd_line: -b 134217728 -k --test-name 31 -o 

/tmp/imeadmin_fuse/crusher_scratch/iohitman_outfile.dat -i 4096,1048576 -s 1073741824 
--tags date=1505549149,ioprofiler=0

• mixed_shared_random_READ, ranks: 80, total_gb_rw: 81, mbs: 8727.14827433, iops: 
17508.1678343 test_time: 9.50413553119

• mixed_shared_random_WRITE, ranks: 80, total_gb_rw: 81, mbs: 15466.8313767, 
iops: 31029.1370211 test_time: 5.36270151138
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39 IO-500 results
Some real scaling numbers
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IO-500

► Website: 
• https://www.vi4io.org/std/io500/start

► Source code: 
• https://github.com/VI4IO/io-500-dev

► First Annual List:
• https://www.vi4io.org/io500/start

► Detailed results:
• https://www.vi4io.org/_media/events/2017/sc-bof-bent.pdf

► 2017 Winner:
• IME @ JCAHPC (Japan)! 25 IME14Ks (~50 IME240s), Omnipath fabric.
• 2.5 racks of equipment
• Original IOR benchmark yielded 1.2TB/s writes and reads

40
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Breaking down IO-500 Results, Metadata41

* Courtesy of: https://www.vi4io.org/_media/events/2017/sc-bof-bent.pdf
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Breaking down IO-500 Results, Throughput42

* Courtesy of: https://www.vi4io.org/_media/events/2017/sc-bof-bent.pdf
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Breaking down IO-500 Results, Rankings43

* Courtesy of: https://www.vi4io.org/_media/events/2017/sc-bof-bent.pdf
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Takeaways

► Try this at home, and take a look at the Lustre Distributed Locking 
Manager (LDLM) processes on a client node

► All Flash can perform quite well, but not for all workloads
► Maybe Lustre Lock Ahead can help with this:

• Lock ahead - Request extent locks from userspace
o Credit: Cray

• Landed Lustre 2.11
• https://jira.hpdd.intel.com/browse/LU-6179

► IME was designed to solve these parallel file system challenges, as 
well as provide predictable performance at high levels of 
concurrency. Disk based systems are subject to seek penalties as 
concurrency increases, even with well-formed sequential workloads. 

► Adding SSDs to file systems can help, but file systems seem to be 
the bottleneck between achieving good application facing random I/O 
performance and concurrency
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45 Questions?


